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기계 학습을 이용한 한의학 용어 유의어 사전 
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Traditional East Asian Medicine (TEAM) Terms 
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Objectives : We propose a method for constructing a thesaurus of Traditional East Asian Medicine 

terminology using machine learning.

Methods : We presented a method of combining the 'Automatic Step' which uses machine learning 

and the 'Manual Step' which is the operator's review process. By applying this method to 

the sample data, we constructed a simple thesaurus and examined the results.

Results : Out of the 17,874 sample data, a thesaurus was constructed targeting 749 terminologies. 

200 candidate groups were derived in the automatic step, from which 79 synonym groups 

were derived in the manual step.

Conclusions : The proposed method in this study will likely save resources required in 

constructing a thesaurus.
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I. 서론

유의어(Synonym)는 특정 단어와 의미가 같거나 

비슷한 단어를 가리킨다. 유의어 사전(Thesaurus)

은 단어에 대한 유의어를 모아 놓은 사전이다. 유의

어 사전은 유의어 간의 의미 비교를 통하여 단어의 

뜻을 깊이 이해할 수 있도록 도와준다. 따라서 정확

한 의미를 전달하기 위해 적확한 단어를 선택해야 

하는 경우, 또는 글을 퇴고하며 같은 단어의 반복을 

피하고 다양한 어휘를 사용하고자 하는 경우 등 여

러 가지 목적으로 사용된다.

유의어 사전은 언어학적 측면에서뿐만 아니라 디

지털 자료를 더 잘 활용하기 위해서도 필요하다. 컴

퓨터가 발달하면서 많은 정보가 전자 텍스트(digital 

text)로 변형되었고, 사용자는 검색 키워드를 통해 

방대한 자료 속에서 원하는 정보를 쉽고 빠르게 검

색할 수 있게 되었다. 그러나 유의어를 통해 키워드

를 확장하여 검색하지 않으면 원하는 검색 결과가 

누락되기 쉽다. 이런 이유로 오늘날 많은 검색 엔진

들은 내부적으로 유의어 사전을 통해 사용자가 입력

한 검색어뿐만 아니라 그 유의어까지 검색해 주고 

있다. 

또한 디지털 데이터가 급격히 증가하면서 여러 

분야에서 기계 학습(machine learning)을 이용하여 

인간 생활을 편리하게 하려는 노력들이 경주되고 있

다. 인간의 자연 언어로 만들어진 디지털 데이터를 

처리하고 분석하기 위해서는 자연어처리(natural 

language processing) 또는 텍스트 분석(text 

analysis) 기법이 필요하다. 이 기법에는 공통적으로 

주어진 디지털 텍스트를 최소 의미 단위인 토큰

(token)으로 구분하는 작업이 선행되어야 한다. 이

때 유의어 사전을 바탕으로 의미가 유사하거나 동일

한 토큰을 묶어주면 분석 결과가 더욱 선명해진다. 

이는 데이터의 양이 적을수록 더욱 크게 영향을 받

는다. 이처럼 유의어 사전은 디지털 텍스트의 검색

과 분석을 위해서도 필요하다.

한의학 분야에서도 디지털 텍스트가 증가하여 원

하는 정보를 더 쉽게 찾아낼 수 있게 되었다. 이러

한 변화에 따라 새로운 지견을 얻기 위해 한의학 텍

스트 분석에 대한 수요도 높아지고 있다. 그러나 동

아시아 전통 사회에서 잉태된 한의학은 현대와 다른 

사상적 기반과 언어적 토양 위에서 형성되었다. 따

라서 한의학 분야의 디지털 텍스트를 더욱 잘 활용

하기 위해서는 한의학 용어만을 위한 유의어 사전의 

구축이 불가피하다. 이러한 문제의식 아래 한의학 

용어 관리1), 한의학 시소러스 구축2)에 대한 연구가 

이루어졌고, 모든 용어를 다양한 관계에 따라 연결

하는 온톨로지 연구3)까지 수행된 바 있다. 

그런데도 현재까지 데이터를 검색하거나 분석할 

때 손쉽게 활용할 수 있는 공개된 한의학 용어집, 

특히 유의어 사전은 존재하지 않는다. 설사 기성 유

의어 사전이 존재한다고 하더라도 자신의 데이터에 

적용하려면 최적화에 적지 않은 노력을 투입해야 한

다. 한자(漢字)라는 특성 때문에 발생하는 인코딩

(encoding) 문제, 다중코드자 문제, 이체자 문제, 입

력 오류의 문제 등 데이터가 형성되는 단계마다 여

러 가지 문제들이 존재하는데 기성 용어집은 이러한 

문제들을 모두 고려할 수 없기 때문이다.

유의어 사전은 구축 자체도 어렵다. 유의어 사전 

구축을 위해서는 데이터에서 용어를 추출하고, 추출

된 용어를 작업자가 관계 짓는 작업이 수반된다. 그

러나 작업자에 따라 유의어 관계의 판정이 달라질 

수 있고, 데이터가 늘어날수록 수작업의 효율도 극

히 낮아진다. 그 필요성에도 불구하고 유의어 사전

이 쉽게 구축되지 못하는 이유이다.

이에 이 글에서는 주어진 데이터에서 비지도학습

(unsupervised learning)을 통해 유의어 사전을 만

드는 방안을 제안하고자 한다. 이 글의 목적은 방법

의 우수성을 밝히는 데 있지 않고 스몰 데이터(small 

data) 단위에서 유의어 사전을 구축할 수 있는 실현 

1) 이병욱, 심범상, 엄동명. 한의학 용어관리 시스템을 결합한 

고전원문 제공 서비스에 관한 연구. 대한한의학원전학회

지. 2009. 22(4). pp.167-176.

    차승준, 외 6인. 한의학 용어 수집 및 관리 시스템 구축. 

대한예방한의학회지. 2010. 14(1). pp.59-76.

    김혜은 외 4인. 한의학 증상용어의 형태소 분석을 위한 

자연어 표기 분석. 대한예방한의학회지. 2013. 17(2). 

pp.179-187.

2) 백유상. 한의학정보 검색엔진 개발을 위한 시소러스 연구. 

대한한의학원전학회지. 2006. 19(1). pp.155-167.

3) 장현철 외 18명. 온톨로지 기반 한의학 지능형 정보체계 

연구. 대전. 한국한의학연구원. 2013.
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가능하면서 효율적인 방법을 제안하는 데 있다. 따라

서 제안하고자 하는 전략을 설명하고 이를 예시 데이

터에 적용하여 그 결과를 살펴볼 것이다.

Ⅱ. 본론

1. 유의어 사전 구축 전략

이 글에서 제안하는 유의어 사전의 구축 전략은 

컴퓨터를 이용한 자동화와 사람의 수작업이 합쳐진 

하이브리드 방식이다. 먼저 컴퓨터를 이용해 데이터 

자체를 학습하여 유의어 사전의 초안을 만든 다음, 

이를 얼개 삼아 작업자가 검토하고 첨삭하는 방식이

다. 전자를 ‘자동 단계(Automatic Step)’, 후자를 

‘수동 단계(Manual Step)’라고 부르도록 하겠다. 자

동 단계는 주어진 데이터를 바탕으로 비지도 학습을 

수행하여 유사한 용어끼리 짝지어주는 단계이다. 수

동 단계는 이렇게 짝지어진 용어를 작업자가 검토하

여 오류를 바로잡고 수정하는 단계이다.

자동 단계만으로 유의어 사전이 구축된다면 좋겠

지만 학습 데이터가 충분하지 않은 스몰 데이터의 

경우, 자동 단계의 정확도가 그다지 높지 않기 때문

에 현 단계에서 작업자의 검토 과정을 완전히 배제

하기는 어렵다. 다만 자동 단계에서 만들어진 유의

어 사전의 초안이 정확할수록 수동 단계의 처리가 

단순해지므로 이 단계에서 더 좋은 결과를 도출하기 

위한 고민이 필요하다.

수동 단계는 작업자가 자동 단계 결과를 검토하

는 단계로서 이 글에서 특별히 제시할만한 진보된 

방법은 없다. 따라서 자동 단계에 관해 설명을 집중

하고, 수동 단계에 대해서는 간략히 서술하고자 한

다. 설명을 위해 이 글에서 제시한 전략에 따라 예

시 데이터를 대상으로 유의어 사전을 구축하고 그 

결과도 함께 살펴볼 것이다(이하 ‘예시 분석’). 

2. 자동 단계(Automatic Step)

자동 단계는 기계 학습 가운데 비지도 학습을 이

용하며 구체적으로 다음의 단계에 따라 수행된다. 

2.1. 데이터 준비

본 연구에서는 웹 스크래핑 기법(web scraping) 

기법을 이용하여 <한국전통지식포탈>에 공개된 ‘전

통의학처방’ 데이터를 수집하고4), 이 가운데 구성 

약재 부분만을 추출하여 기계 학습에 이용하였다(이

하 ‘예시 데이터’). 이 데이터는 한국 특허청이 한국 

전통 의학 지식을 소개하면서 여러 의서에 실려 있

는 처방 정보를 디지털 형태로 정리하여 공개한 데

이터이다. 본 연구에서 이 데이터를 선택한 이유는 

연구와 설명의 편의를 위한 것으로, 웹을 통해 누구

나 접근할 수 있고 데이터의 규모가 지나치게 작지 

않으며 별도의 토큰 추출이 필요하지 않다는 장점 

때문이다. 

이렇게 수집된 예시 데이터는 모두 20,120건이었

다. 유의어 사전 구축 결과를 쉽게 나타내기 위해 

처방을 이루고 있는 본초 구성에 주목하였다. 이에 

다시 데이터 파싱(parsing) 과정을 통해 예시 데이

터에 존재하는 본초 구성만을 추출하였다. 이 가운

데 1종의 본초로만 이루어진 처방은 본초 사이의 

관계를 파악할 수 없기 때문에 제외하였다. 이렇게

17,874건의 처방에 대한 본초 구성 데이터를 준비

4) 특허청. 한국전통지식포털. [cited on Jan 12, 2019]. 

Avaiable from: http://www.koreantk.com

데이터 준비

- 학습할 데이터 확보 (디지털 형태의 데이터)

- 용어(word)로 사용될 토큰(token) 추출

용어 임베딩(embedding)

- 용어(토큰)를 고차원 벡터로 임베딩

- 임베딩 벡터를 통해 용어 사이의 의미 거리 

측정

군집 구성(clustering)

- 측정된 거리를 바탕으로 용어를 군집(cluster)

으로 묶음

- 군집화 결과를 유의어 후보로 출력

작업의 반복

- 용어 임베딩 및 군집 구성을 반복

- 반복된 결과에서 공통적으로 나타나는 결과를 

최종 결과로 수용
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할 수 있었다.

다음 과정은 주어진 데이터에서 분석의 최소 단

위가 되어 줄 토큰을 추출하는 일이다. 예시 데이터

의 경우 데이터 구축 단계에서 이미 본초와 본초를 

구분해 놓았기 때문에 토큰 추출 작업은 따로 필요 

없었다.5) 예시 데이터에서 토큰, 즉 본초는 모두 

1,826종이었다(이하 예시 분석 설명에서 ‘용어’, ‘토

큰’, 그리고 ‘본초’는 같은 의미를 가진다). 사용 빈

도가 낮은 토큰은 용어 임베딩이 어려우므로 제외하

고, 등장 횟수가 10회 이상인 본초 749종만을 용어 

임베딩 과정에 사용하였다. 사용 빈도가 낮은 토큰

은 모두 1,077종으로 적지 않았다. 이들 토큰을 적

절하게 처리할 수 없다는 점이 이 글에서 제시한 전

략의 한 가지 맹점이다. 

2.2. 용어 임베딩(embedding)

다음으로 컴퓨터를 통해 계산을 이어가기 위해 

추출한 토큰을 숫자로 표현하는 과정, 즉 용어 임베

딩이 뒤따른다. 용어 임베딩은 용어의 의미를 고차

원 공간 위의 벡터로 표상화시키는 방법으로서 여러 

가지 방법이 존재하므로 목적에 따라 합당한 방법을 

선택하여야 한다. 이 글에서는 의미가 유사한 용어 

사이의 관계를 파악할 목적이므로 word2vec을 사

용하였다.6)

word2vec은 중심 단어와 주변 단어의 관계를 통

해 단어를 고차원 벡터에 임베딩 시키는 기법이다. 

‘중심 단어’로부터 주변에 등장하는 ‘주변 단어’를 

예측하는 방식(Skip-gram)이나, 반대로 ‘주변 단어’

로부터 ‘중심 단어’를 예측하는 방식(Continuous 

Bag of Words Model；CBOW)이 가능하다. 본 연

5) 데이터가 자연어로 구성된 텍스트라면 토큰 추출 자체가 

커다란 난관일 수 있다. 자연어에서의 토큰 추출은 하나

의 연구 주제로서 도전적인 작업이다. 이는 이 글의 주제

에서 벗어난 내용이므로 다루지 않는다. 한의학 텍스트에

서 토큰 추출에 대해서는 다음의 연구가 있다. 오준호. 한

의학 고문헌 텍스트 분석을 위한 비지도학습 기반 단어 

추출 방법 비교. 대한한의학원전학회지. 2019. 32(3). 

pp.47-57. 

6) 오준호. 한의학 고문헌 데이터 분석을 위한 단어 임베딩 

기법 비교：자연어처리 방법을 적용하여. 대한한의학원전

학회지. 2019. 32(1). pp.61-74.

구에서 사용한 후자의 방법은 주변 단어가 주어졌을 

때 중심 단어가 나타날 조건부 확률을 계산하고 문

서를 따라가면서 조건부 확률이 최대가 되도록 단어 

임베딩 벡터를 업데이트시켜 나간다. 이렇게 하면 

유사한 문맥에 등장하는 단어들이 인접하여 나타나

게 된다.7)

용어 임베딩에서 벡터의 크기는 중요한 초매개변

수(hyper-parameter)이다. 그러나 여기에 대한 확고

한 기준은 없는 형편이다. 100~300차원 내외에서 

연구자가 상황에 맞게 선택하는 것이 일반적이다. 예

시 분석에서는 용어 종류의 50%에 해당하는 374를 

임베딩 벡터의 차원 수로 선정하였다. 이는 되도록 

차원을 늘려 용어 사이의 차이를 드러내기 위함이다. 

이렇게 word2vec 기법을 사용해 용어 749종에 대하

여 374차원의 벡터를 도출할 수 있었다.8) 

임베딩 벡터는 고차원 공간의 좌표를 의미하므로 

이를 통해 벡터 사이의 거리를 측정할 수 있다. 이

렇게 측정된 거리는 해당 용어의 의미 차이라고 해

석할 수 있다. 본 연구에서는 예시 데이터 본초 749

종에서 임베딩 벡터를 도출한 뒤 이를 한 쌍씩 묶어 

서로에 대한 코사인 거리(cosine distance)를 측정

하여 각 용어 사이의 의미 거리를 측정하였다. 코사

인 거리는 최소값이 0, 최대값이 1로 나타나며, 본 

예시에서는 0에 가까울수록 용어의 의미가 유사하

다고 해석할 수 있다. 이렇게 측정된 용어 사이의 

코사인 거리 결과를 히스토그램으로 나타내면 <그

림 1>과 같다.

용어의 임베딩과 코사인 거리 측정으로부터 중간 

결과를 검토해 볼 수 있다. 예시 데이터에서 ‘육계(肉

桂)’, ‘진피(陳皮)’, ‘치자(梔子)’, ‘봉출(蓬朮)’과 가장 

인접한 용어(인접어) 6가지를 2차원 평면에 표시해 

보면 <그림 2>와 같다. 육계의 경우, 가장 가까이 위

치한 용어는 계심(桂心), 관계(官桂), 계피(桂皮), 계

지(桂枝) 순이었다. 4가지 용어 모두 한의학 지식에 

부합하는 결과가 도출된 것을 확인할 수 있다. 

7) 강형석, 양장훈. 한국어 단어 임베딩 모델의 평가에 적합한 

유추 검사 세트. 디지털콘텐츠학회논문지. 2018. 19(10). 

pp.1999-2008.

8) word2vec 임베딩에는 프로그래밍 언어 R(ver 4.0.3)의 

word2vec(ver 0.3.3) library를 사용하였다.
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그림 1 예시 분석에서 용어 사이의 코사인 거리 히스토그램

그림 2D ‘봉출(蓬朮)’의 인접어그림 2C ‘치자(梔子)’의 인접어

그림 2B ‘진피(陳皮)’의 인접어
그림 2A ‘육계(肉桂)’의 인접어
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2.3. 군집 구성(clustering)

모든 용어(또는 토큰) 사이의 거리가 측정되면 거

리를 기준으로 가까이 있는 용어들끼리 짝을 지어줄 

수 있다. 이렇게 짝지어진 군집은 비슷한 의미로 사

용된 용어끼리 모인 것이라고 기대할 수 있다. 

비지도 학습을 통해 데이터를 무리 짓는 방법을 

군집 분석(Clustering analysis)이라고 하며, 대표적

으로 K-평균 군집화(K-means Clustering)와 계층

적 군집화(Hierarchical Clustering) 방법이 있다. 

이 글에서는 거리가 가까운 용어들끼리 묶어나가기 

위해 후자의 방법을 사용하였다. 계층적 군집화 방

법은 거리가 가까운 군집끼리 합치면서 군집을 만들

어 가는 방식을 말한다. 예시 데이터에서 계층적 군

집화 수행 결과는 <그림 3>과 같다.

계층적 군집화에서는 무엇을 기준으로 군집

(cluster)을 구분할 것인가, 즉 군집을 나눌 초매개

변수를 어떤 값으로 할 것인가를 정해야 한다. 예시 

분석에서는 코사인 거리를 기준으로 하였으므로 0

에서 1 사이에서 초매개변수를 설정할 수 있다. 이

에 대한 분명한 기준은 존재하지 않는다. 예시 분석

의 경우, 1에 가깝게 설정하면 군집의 개수가 적어

지고 0에 가깝게 설정할수록 군집의 개수가 많아진

다. 지나치게 1에 가깝게 설정하면 의미 차이가 큰 

용어가 같은 군집에 모이게 되고, 지나치게 0에 가

깝게 설정하면 의미가 유사해도 다른 군집으로 나뉠 

수 있다. 현재 이에 대한 분명한 기준을 제시할 수 

없으므로 실제로 분석을 수행할 때는 기준을 바꾸고 

결과를 확인해 가면서 원하는 결과가 도출되는지 검

토하는 과정을 거쳐야 할 것이다. 

예시 분석의 경우, 앞의 코사인 거리 정보를 이

용하여 전체의 1%에 해당하는 0.541을 기준으로 

삼았다. 이렇게 거리가 가까운 순서를 기준으로 상

위 1% 이상에 해당하는 용어쌍을 군집으로 묶었다. 

이처럼 계층적 군집화를 수행한 결과 431종의 군집

을 도출할 수 있었다. 그러나 이 가운데 231종은 

군집 구성 용어가 1가지로 유의어에 대한 정보를 

담고 있지 않았다. 따라서 나머지 200종의 군집을 

최종 결과로 도출할 수 있었다.
그림 3 예시 데이터 군집 결과
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2.4. 작업의 반복

작업자의 판단이 중요한 작업에서는 독립된 몇 

명의 작업자가 따로 작업을 수행하고 결과를 비교하

여 결과의 정확도를 높이곤 한다. 이와 유사하게 자

동 단계에서도 같은 과정을 독립적으로 반복하고 그 

결과를 비교함으로써 결과를 더 정교하게 만들 수 

있다. word2vec 임베딩은 임의의 초기 벡터로부터 

학습을 시작하기 때문에 시행할 때마다 임베딩 결과

가 조금씩 달라진다. 만약 여러 차례 수행한 결과에

서 동일하게 도출된 용어쌍이 있다면 이는 좀 더 신

뢰할 수 있는 결과일 것이다. 따라서 본 연구에서는 

앞서 설명한 용어 임베딩과 계층적 군집 구성 단계

를 몇 세트 반복하는 단계를 추가하였다. 

예시 데이터를 대상으로 용어 임베딩과 군집 구

성을 모두 9세트 반복하고, 이 가운데 과반수인 5회 

이상 군집으로 묶인 용어쌍을 최종 결과로 수용하였

다. 9세트를 반복하여 모두 1,852종의 군집을 얻을 

수 있었는데 이 가운데 중복을 제외한 고유한 결과

는 628종이었다. 이 고유한 군집 가운데 5회 이상 

등장한 군집은 모두 147종이었다. 이를 최종 결과

로 수용하였다. 

최종 결과로 도출된 군집에 포함된 용어 수는 모

두 340종이었다. 분석 대상 전체 용어 수가 749종

이었으므로 최종 군집에 포함되지 않은 용어는 모두 

409종이었다.

3. 수동 단계(Manual Step)

수동 단계는 자동 단계에서 획득한 결과를 작업

자가 검토하고 수정하는 단계이다. 작업자의 정성적

인 판단을 통해 수행되는 과정이기 때문에 구체적인 

방법에 대해서 논하기는 어렵다. 대신 예시 분석에

서 도출된 결과를 검토해 보는 것으로 설명을 대신

하고자 한다.

자동 단계에서 도출된 용어 조합을 수동 단계로 

분류하여 <표 1>와 같은 결과에 도달할 수 있었다. 

자동 단계의 결과를 수동 단계에서 〔유형A〕, 〔유

형B〕, 〔유형C〕로 나눌 수 있었는데, 〔유형A〕

는 기대한 대로 유의어 관계로 짝지어진 조합, 〔유

형B〕는 유의어가 아닌 용어가 일부 섞여 있는 조

합, 〔유형C〕는 유의어가 관찰되지 않는 조합이다. 

〔유형A1〕은 간단한 검토를 거쳐 유의어 사전

에 그대로 포함시킬 수 있는 용어 조합이다. 자동 

단계에서 이 유형이 많이 도출될수록 수동 단계의 

작업은 용이해진다. 작업자가 최종적으로 판단해야 

할 점이 있다면 조합 사이에 병합이 필요한지 여부

이다. 예를 들어 【견우(牽牛)，견우자(牽牛子)】, 

【백견우(白牽牛)，백축(白丑)】, 【흑견우(黑牽牛)，

흑견우자(黑牽牛子), 흑축(黑丑)】 등의 집합이 있을 

때 의미가 같다고 보아 이들을 합쳐 【견우(牽牛)，

견우자(牽牛子)，백견우(白牽牛)，백축(白丑)，흑견

우(黑牽牛)，흑견우자(黑牽牛子)，흑축(黑丑)】집합

을 생성할 것인지, 아니면 의미 차이를 인정하여 그

대로 둘 것인지의 판단이 필요하다.

흥미로운 것은 〔유형A2〕이다. 자동 단계의 또 

다른 이점을 보여주는 예로서, 이를 통해 데이터 자

체의 오류를 파악할 수 있다. 예시 분석 결과를 보

면, 데이터가 만들어질 때 ‘마황(麻黃)’을 ‘마황(馬

蟥)’으로, ‘망초(芒硝)’를 ‘망소(芒消)’로, ‘백지(白芷)’

를 ‘백지(柏脂)’로, ‘호초(胡椒)’를 ‘호초(好醋)’로 일

부 잘못 입력하였을 가능성이 크다는 사실을 알 수 

있다. 특히 ‘마황(馬蟥)’이나 ‘망소(芒消)’는 육안으로

도 오류를 포착할 수 있으나 ‘백지(柏脂)’나 ‘호초(好

醋)’의 경우에는 일반 본초로 인식되기 때문에 자동 

단계 없이 사람의 수작업만으로는 오류를 포착하기 

어렵다.

〔유형B〕는 유의어가 아닌 용어가 일부 섞여 있

는 경우이다. 이러한 유형이 수작업 단계에서 중점

적으로 검토해야 할 대상이다. 자동 단계에서 초매

개변수를 조정하는 등 이 유형을 줄여나가기 위한 

노력이 필요하다. 

〔유형C〕는 작업자가 기대한 유의어 관계가 아

닌 결과들이다. word2vec의 임베딩은 주변 용어를 

통해 해당 용어의 의미를 추측하는 방법으로, 주변 

용어의 분포가 유사하다면 임베딩 결과가 비슷해지

고 용어 사이의 거리도 짧아진다. 따라서 여기에 섞

여 있는 용어들은 작업자가 기대한 유의어는 아닐 

수 있으나 기계 학습의 관점에서 보았을 때는 의미

가 유사하다고 본 용어 조합이다. 〔유형C1〕의 경
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표 1 예시 데이터의 군집 결과

우 일반적인 한의학 지식을 바탕으로 그 유사성을 

이해할 수 있다. 【감수(甘遂)，대극(大戟)，원화(芫

花)】, 【건칠(乾漆)，맹충(蝱蟲)，수질(水蛭)】 등의 

집합은 교과서적으로 약성(藥性)이 유사한 약재가 

짝지어진 경우이다. 또한 【갱미(粳米)，소맥(小

麥)】, 【금박(金箔)，우황(牛黃)，천축황(天竺黃)】, 

【우유(牛乳)，인유(人乳)】 등도 약재의 성상과 기

원을 통해 결과로 도출된 이유를 어느 정도 납득할 

수 있는 경우이다. 이들은 작업자가 기대한 유의어 

관계는 아니지만, 용어가 가지는 의미 측면에서 어

느 정도 통찰을 준다. 

이상의 결과를 통해 수동 단계에서 고려되어야 

할 몇 가지 사항을 정리할 수 있다. 첫째, 데이터 

자체의 오류이다. 〔유형A2〕와 같은 경우로 작업

자는 데이터 자체의 오류 가능성을 상정하고 검토에 

임해야 한다. 둘째, 표기 방법의 문제이다. 예시 결

과에서 【신곡(神麯)，신국(神麴)】(한자漢字의 이체

자 문제), 【구판(龜板)，귀판(龜板)】(디지털 텍스트

의 다중코드자 문제), 【원삼(元蔘)，현삼(玄蔘)】(동

아시아 피휘避諱의 문제) 등이 그것이다. 작업자는 

같은 의미의 텍스트가 달라질 수 있는 패턴을 어느 

정도 숙지하고 있어야 한다. 
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Ⅲ. 결론

지금까지 기계 학습을 이용하여 한의학 용어에 

대한 유의어 사전 구축 방법을 제안하고 이 방법으

로 예시 데이터를 분석하여 간단한 유의어 사전을 

구축해 보았다. 결론을 대신하여 본 연구에서 제안

한 방법이 가지는 특징과 한계를 집어보고자 한다. 

유의어 사전 구축 작업이 어려운 가장 큰 이유는 

자연어로서 용어의 의미가 분절되지 않고 연속적이

기 때문이다. 예를 들어 【감초(甘草)，자감초(炙甘

草)】, 【감초(甘草)，생감초(生甘草)】의 쌍이 존재

한다면, 논리적으로 【자감초(炙甘草)，생감초(生甘

草)】의 쌍이 성립해야 한다. 하지만 앞의 2가지가 

쉽게 수긍되더라도 자감초와 생감초가 유의어 관계

인가에 대해서는 의견이 나뉠 수 있다. 유의어는 용

어 사이에 의미의 범위가 겹치는 관계이므로 이런 

용어들을 모으다 보면 어떤 순간에는 이처럼 의미의 

범주 사이에 모순이 나타나기도 한다. 이런 경우 작

업자의 판단이 끊임없이 요구되므로 기존의 수작업 

방법에서는 작업자마다 결과가 달라지기 쉽고 동일

한 작업자라고 해도 시간에 따라 작업 결과가 달라

질 수 있다. 

본 연구에서 제안한 자동 단계는 이러한 부분에 

상당한 도움을 줄 수 있다. 기계 학습 결과가 정답

이라고 단정할 수는 없지만, 사람의 작업 결과보다

는 일관된 결과를 도출해 줄 수 있기 때문이다. 자

동 단계의 결과는 작업자들 사이에 공유할 수 있는 

공통된 작업 기준이 될 수 있다. 그뿐만 아니라 본 

연구에서와같이 자동 단계 이후에 수동 단계를 진행

하는 경우에는 일관된 중간 결과를 바탕으로 작업하

는 효과를 볼 수 있으므로 수작업에 드는 시간과 노

력을 크게 단축할 수 있다.

하지만 자동 단계에는 출현 빈도가 낮은 용어를 

학습시킬 수 없다는 문제뿐만 아니라 작업자가 임의

로 지정할 수밖에 없는 초매개변수가 적절하지 않거

나 용어 자체에 내재된 의미가 명확하게 분리되지 

않는 등 다양한 이유로 누락된 군집이 발생할 수 있

다. 자동 단계에서 일단 누락되면 이를 다시 찾기는 

쉽지 않다. 본 예시 분석에서도 【녹두(綠豆), 녹두

(菉豆)】, 【향부(香附), 향부미(香附米), 향부자(香附

子)】, 【산치인(山梔仁), 산치자(山梔子), 치자(梔

子), 치자인(梔子仁)】 등이 반복 작업에서 과반 이

상 관찰되지 않아서 최종 결과에서는 빠진 것을 확

인할 수 있었다. 이는 자동 단계의 초매개변수를 조

정하거나9) 보조적인 방법을 추가하여10) 극복해야 

할 과제이다. 
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