pISSN 1229-8328 elSSN 2713-850X J KMC
T J Korean Med Classics 2020:33(2) 051-059 Joural of

1§ cgl
20204 58 334 22 https://dloi.orq/10.143694kmc.2020.33.2.051  wecioal 220

A EUEEE DR
eSS

A Comparative Study of Feature Extraction
Methods for Authorship Attribution in the Text of
Traditional East Asian Medicine with a Focus on

Function Words

Oh Junho*
Senior Researcher at Korea Institute of Oriental Medicine

Objectives : We would like to study what is the most appropriate "feature" to effectively perform
authorship attribution of the text of Traditional East Asian Medicine

Methods : The authorship attribution performance of the Support Vector Machine (SVM) was
compared by cross validation, depending on whether the function words or content words,
single word or collocations, and IDF weights were applied or not, using ‘Variorum of the
Nanjing’ as an experimental Corpus.

Results : When using the combination of 'function words/uni-bigram/TF', the performance was best
with accuracy of 0.732, and the combination of 'content words/unigram/TFIDF' showed the
lowest accuracy of 0.351.

Conclusions : This shows the following facts from the authorship attribution of the text of East
Asian traditional medicine. First, function words play an important role in comparison to
content words. Second, collocations was relatively important in content words, but single
words have more important meanings in function words. Third, unlike general text

analysis, IDF weighting resulted in worse performance.

Key words : authorship attribution, Function words, Korean Medical Classics, East Asian traditional

medicine. Variorum of the Nanjing.
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Table 1. The 10 Most Frequent Features for Documents Belonging to Corpus. ( UG: unigram, BG:
bigram, AF: all features, FF: function features, CF: content features. value: feature count )

Feature |Author]| 1 2 3 4 5 6 7 8 9 10
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