CHststo|shel MEts| K| PISSN 1229-8328 J KMC

201 ; ﬂoj L;_H - J Korean Med Classics 2019:32(3) 047-057 Joumal of
0191 083 323 3= https://doi.org/10.14369/jkmc.2019.323.047  wedical €252
= o = = =) o o] & =1 A<
sko]gl 7 YXAE A4S Y3 HALE5
=z, ==
718 do] =& W |

Comparison of Word Extraction Methods Based on
Unsupervised Learning for Analyzing East Asian
Traditional Medicine Texts

Oh Junho
Researcher at Korea Institute of Oriental Medicine

Objectives : We aim to assist in choosing an appropriate method for word extraction when
analyzing East Asian Traditional Medical texts based on unsupervised learning.

Methods : In order to assign ranks to substrings, we conducted a test using one
method(BE:Branching Entropy) for exterior boundary value, three methods(CS:cohesion
score, TS:t-score, SL:simple-1l) for interior boundary value, and six methods(BExSL,
BEXTS, BExCS, CSxTS, CSxSL, TSxSL) from combining them.

Results : When Miss Rate(MR) was used as the criterion, the error was minimal when the TS and
SL were used together, while the error was maximum when CS was used alone. When
number of segmented texts was applied as weight value, the results were the best in the
case of SL, and the worst in the case of BE alone.

Conclusions : Unsupervised-Learning-Based Word Extraction is a method that can be used to
analyze texts without a prepared set of vocabulary data. When using this method, SL or

the combination of SL and TS could be considered primarily.
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<Fig. 1> Concept Diagram of word extraction based on unsupervised learing
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<Table. 1> Top 10 substring list
method substring list
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A7 Ze TAGHRE o2 FE5 " & 2 HW, TSxSL, BExTS, SL, BExSL, BExCS,
¥ Aol B gxEo yH FES vusS CSxSL, TS, CSxTS, BE, CS ¢ & ZolAt} TS
u ¥ RN YgAEV} REEA ke RE = o} SLE ¥t #3 #e AREEY S o 2 F7t
SF7F dojt A9-5 #EEE B Ao Alg 7 AJa, CSE vz AMEEGS W oF7t
o (Bou7) "YAES M 2194757904, 7 Ak
o) whel ek 2uk 7HAA 2uF 9HA A9 Ay doje 5 FAR ks o Ay
SFE Yehid o2 Agshd olel Zuk T 27 93tk $do] BolASE 0FE 98
(<Table. 2A, 2B> %) A Ed get 24 TS AR T o8
o714 ¢u) ¥&(MRmiss rate)e B1AE 2 w3t (MRY (9F Fo A SL,

Aok 30l A2 gujE HES ouigiv 9w
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<Table. 2A> Miss rates when using single measure

CSxSL, BExSL, TSxSL, BEXTS, BExCS, CSxTS,
TS, CS, BES] £02 FopAtt o5 7|Fo= 3
W, SLE AHESIols o A3t 718 £33, BEE
gEom RS W A3t A £ s

method miss (M) miss rate (MR) sensitivity segments (S) (MR) x (S)
BE 29,545 0.134617 0.865383 456039 61390.4648

CS 29,588 0.134813 0.865187 444169 59879.5871

TS 28,440 0.129582 0.870418 459481 59540.4472

SL 28,147 0.128247 0.871753 443893 56927.9247

<Table. 2B> Miss rates when using combination of two measures

method miss (M) miss rate (MR) sensitivity segments (S) (MR) x (S)
BEXSL 28,178 0.128388 0.871612 446284 57297.5991
BEXTS 27,870 0.126985 0.873015 455145 57796.5196
BExCS 28,262 0.128771 0.871229 452185 58228.2833
CSxTS 28,633 0.130461 0.869539 450031 58711.6420
CSxSL 28,352 0.129181 0.870819 443430 57282.7309
TSxSL 27,775 0.126552 0.873448 455425 57634.9442
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<Table. 3> Example of word extraction result
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ToxgL | 0 Bt Rk A ffe K ff*ﬂ M BT R s 8 4 A2 folt HEE £ — 3 Wi &
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S fh G5t A B R KA ARG AT R R B P A ol R A W S
Bog & oy JHIE SR & =0 A TAIE AR oK Rtk e
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TS e —7 A i 5
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K — i, Misdort, BTG, DakBmiik, Ao e, Lhisf, SHcR. AR
flizo OAEM, HAHFEZHER, LKA E o, #Em, Bhams, asme.
ATk, REAMEAAZ AR, PO . B%ﬁthﬁko ARSI, TEE, SN AR 2%, Tt
Ahzifa. oK, HETRZRAK BT, el R BRIk, SJURMIRZHE S, S
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[(FE] 2 Mz ok =0k B B i 23 b rol % 1R F&? B [BVRI] P i

TSSSL e s o ok 28 7 Wk 2 i 8] S I IR 2 50k 9t BB MR b
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2 M Hiz Dk ORI R T 2 R DK B /B JoE A ME S b S

54



stost NEH HAE EME AP HIXESHE Y| HO| £F W H@ 2019, 08.
QFS 323433
Cit] % iz it ok Ui W DUk 2 Bk Vi IR A B i TR
Sl Ak 2 WK TF B M Gl i 2 Kk D R 2
00 I e B it A LR R 6T LR g 23 B BSR DO LI AR Ut
ik R
JLWE R 2 AT JHE S 51 I R T
S i B B S DU T T A AT L I O o
B 02 Lk R TR 1 2 IR B A A R TR R A T A
o T PR gt b A g g g i
THRE Sl ¥ Rk 2 T B 2 SR 51 M 1 IR 2 S0k LIh R AR 2 B
W Sk X IR 2 R DA R R L B 2 D) R L D
¥ Vi K B
S W~ R e BOT S DG T MR B NG RT LW SUB BUC TR A
B ULz Lk RN IR I 2 I LI K B R W R R S I
pp | LD B 2B UK G WA T OB B PO D B W (MG B R
T e S sk Gk T B 2 GOO 91 I I e 2% ok Ik B @
TR T SR U IR i W DR MR R LR B 25 B BIR R DU
W UL VA B
5. % A A s slolol Bk gu MEMRIE 7%
ole] Azt H AESoF B HL LolHlo] o= Hoks W, ghol /Mg W TSxSL W& A
HEA g S HaE Bl nARSy s EF Bele olF Wake(Sensitivity) 2 A
o ol 3% W& A8Y & Yvh Ay of 0873 LA Ak RN AU EHS A8
W S Xpgajol ah=v) viAuto s o] who ah= Aol o e Hgsly] Aol R A
A FEEofof & AL T} sk Holth, 7 A et
WA so|d 1HE HAE BAoA WAL 8 a0 ofd WS ARgsor 7k A 1l
2 J)wke] o] 2Z WMo AL 2 9oyt HEMR)OA Uehbs Z7ke] WS Atolo] @A
<Table. 3>¢) A% AS W, 24w Ao & A7k Slvhal BI] of . ey drHos
Ao afol7} gl Aupzke] 0 F7}F 9 oo v B Hlaakgls o, A HlEOMR) WA TS SLE&
i Fo@ Pels golEg FRAFL ke 4 FUT Wiel /I Fadl, VeAE e 2
& gl 4+ gtk 34 ) olgAel Aojrh AT SLel 7H F2 4o S vEle. awe
o, ANHoz Bw o wase BE o = SL & TSSLE 4% 94 nes 2 £ 9
B ool wEHoR Yehte BAdd e 45
g Holdh] wiolth, AR BolEh A WEA PRmes & 7N S v s
o7 AgEE Eale] zdtel Ao} wr) wEbA 9 wo] & o] 7= B 7 EAIR el fHEH
olgel 4910 AAslel ol FEelz Asf o) HEA W% A A AT £ARS Dt @
oAtk <Table, DAIME ol gl 4 gy, 1 =FF O e *—3‘ iRyl ok Al
Hoe gojgo] FHHA G Aoy dae ¢ <Table 3>& R¥l, BE WMol “EEA"S ¥
4% yslol &, o= gre) 9Fsk gosA M ATOR 5”4"*45 Be 2dE § . ol
G EADE 5 e Aol B ey £ B HEATR RS vasdls W, s €
Bok HAEah 7|uke] tho] 2 wHS A4 A2A o & ALE 5397 ugolt). ol
F9e Ao na. A RERE R AR A K
Tk o] WSo] Buld a2 spH 3 ks HE"E K 7R Bdshe o9 Zo] 7 #A1d



August 2019

Vol.32.No.3 Oh Junho

WA A TES o Fe
7 o A dHenp| A$BR
o dubz ol A9 4FARTE 3FAL
=23 F8 st 9 58
ok wheF “EEHTO] “HETHT O ¥
5 i, o sask e84
& % Hou= BEo] WASHA Hr. o]
AR Qs BAE $AE 237 W9 o
73 o] AT}, (Table 3>9 AzolA

Hd
>
4
2
A

k3
o
ol
-
o
9

T

rlo gg ﬂlwu rr o,
=) - 24 et Ho

e 4y =
M Hm

=2

de] A, %ﬁ%;%“”(cs) ﬁﬂfﬂ_ﬁ%&_‘w (BE),
“Wrh KB (TSXSL) So2 uoksiAl yebstth
g19] oo Aol “ﬁﬂfﬂ“%/“”% shte] dol®
Z2Z3= Ao gutln oAAY. Ty Ee) u}
gh i R 9A dolzk & 4 Ak ofdd
7 'nz _mf %ol “Hirp RS

3 e AdE T2 S % # e A
AR Sl e A GRITOE 2L, &
S o W R “#rHEP ce 58
At Aol olgAY Aelth e Bl 33
A4E Holdha 22457} ¥ BAAVY 33
sto] WAES RAs: @AY YHozE Fue
nF 4 glonz oldd 248 AuF 5 gt

F WAE Wl FF YA WAGOEA
o AR ST F A0k HAES PR 9, 3

o

=
of&dk= Aotk &gl [“Hirhail”, “Hiha
/)Izi-‘ﬂ’ “?ﬂil:'j”’ “ﬁ%”]7} E

WRT U, S FIT S BAR 9
28 2 & Ak 2e ol ASdE 9 3
48 120R Yol 14T BAYS 194 we
BAQE ) Folob Ark Azt wAAL,
o A g BAZL oH, o] J1Ee 2% A
s 4R ORE P & Ark ol A

56

Comparison of Word Extraction Methods Based on Unsupervised Learning for Analyzing
East Asian Traditional Medicine Texts

BE e uAE Yo|EE BAsr] 934
L oHiEdA 240 Ao ue) 9 E2e £
Zd) Folo} A}, E2e Aoz Y <o)
golg JFow gt aeus BHd 94 ¥x
EdAq Holg FEa7) 13 wo] vagolel @
o). ol %g A4 12 zl A% e gode

o 1FE HAES ASeQ AYE HelHms
8705404 TS (Feuzl) HAE HolgE
AgaG. A% A5 QAN 2194750
(Belu7h) EW ANE olgdt ¥ AT

T3 Fojo dad AF5E A A YF-AA
S o]&3s 9 17FA(BE:Branching Entropy)$t
WA ARE  ol&s Wy 37 CSIcohesion

score, TS:t-score, SL:simple-ll), Z#]al °]&
Z33 U 6704 H(BEXSL, BEXTS, BExCS,
CSxTS, CSxSL, TSxSL)o.Z HAEES Adar).

a1 A3 1ol AR $vlE H&MRS 7L
2 3 2%, TS9 SLE xgate] #3 g AHgs)
s W oF7F 7MY A, BAE HAES £E
AR AL 712 A A, SLE AHEE)
Gs W At 7P ok

2 A7E 374 dolHE $Rd ¢l
oA g~EZL BAR AHe] (Fwih) EH F
w3} S EEA R HESGI 2 ng BAuA] o
ofof g 101]*1 A=A lsix= A

A7k 4 Qloke A Aok ey g}
§ HAE BAS o) uHwdk: 7)uk tolo] 3%
S St HellA oog 2He 5 Slrh



kﬂﬁ

T g d
e 7HHL(KSN1812200) 4 AfE Wop 53

4z r&

Hu: iz

A
o

_\1

References

1. Huang Yongnian. Introduction of Ancient
books the
Translation of Korean Classics. 2018.
2013. p.209.

2. Hyun-joong Kim, Sungzoon Cho, Pilsung
Kang. KR-WordRank
Korean Word Extraction Method Based on

Arrangement. Institute for

An Unsupervised

WordRank. Journal of the Korean Institute

of Industrial Engineers. 2014. 40(1).
pp.18-33.
3. Stefan Bordag. A Comparison of

Co-occurrence and Similarity Measures as

Simulations of Context. Computational
Linguistics and Intelligent Text Processing.
Gelbukh.
Linguistics and Intelligent Text Processing.

Springer. 2008. pp 52-63.

Alexander Computational

4. Zhihui Jin, Kumiko Tanaka-Ishii.
Unsupervised Segmentation of Chinese
Text by Use of Branching Entropy.

Proceedings of the COLING/ACL 2006
Main Conference Poster Sessions. 2006.
pp.428-435.

5. AEZT, KR-WordRank :
WordRankE 7HA1& HIA| =8k 7]HE ghspof
ol F& Wy, dishigEEE AL 2014
40(1). pp.18-33.

6. FOKFE(HAZ,
S WA, 2018, 2013, p.209.

7. Chinese Medical Database. Beijing. Hunan

Fa4.

A7 &), LRGN E.

Electronic Audio and Video Publishing
House. 2003.
8. Hyunjoong Kim. LOVITXDATA SCIENCE.

& 2019. 08.
oFZ  32H3

[cited on July 17, 2019]. Avaiable from:
https://lovit.github.io/nlp/2018/04/09/cohes
ion_ltokenizer
9. Korea Institute of Oriental Medicine.
[cited on Jan 12, 2019].
Avaiable from: https'//mediclassics.kr

10. tpIRES, hERES PR, WL SR

Mediclassics.

fhait. BRI AR A 7 2003
11. g=rgtofstd -9, 8t DB. [cited
on July 17, 2019]. Avaiable from:

https://mediclassics.kr

57



